BALANCING SCALABILITY AND RELIABILITY IN THE CRITICAL POWER SYSTEM: WHEN DOES ‘N + 1’ BECOME ‘TOO MANY + 1’?
Summary

Uninterruptible Power Supply (UPS) protection can be delivered through a single-module approach or through redundant systems. Redundancy enables higher availability of critical systems and is typically achieved through either an $N + 1$ or $1 + 1$ design. While $1 + 1$ systems deliver a significant improvement in availability over $N + 1$ systems and are regularly specified for the most critical applications, $N + 1$ remains a viable and popular option for applications seeking to balance cost, reliability and scalability.

However, the benefits of $N + 1$ redundancy diminish with the number of modules that are added to the system. In fact, beyond four modules ($3 + 1$), the complexity of an $N + 1$ system begins to significantly compromise reliability. System costs and service requirements also increase with the number of UPS and battery modules added. Increased service requirements typically mean increased human intervention, increasing the risk of downtime.

Consequently, when $N + 1$ redundancy is used, UPS modules should be sized so that the total anticipated load can be carried by at most three modules. While UPS systems are technically scalable beyond this point, $3 + 1$ should be considered the threshold at which scalability has such a negative impact on system availability, cost and performance that it is not recommended.

For example, in a data center or computer room that is expected to eventually support 600 kW of critical load, the switchgear and distribution panels are sized to this anticipated load. The UPS configuration that maximizes availability for this room is two 600 kW UPSs operating in parallel ($1 + 1$). If budget limitations do not allow this configuration, an $N + 1$ configuration should be considered to effectively balance cost, reliability and scalability. In this case, initial capacities could be met by two 200 kW UPS modules operating in a $1 + 1$ configuration. As the load in the room increases, additional 200 kW UPS modules can be added until the capacity of the room is reached. At full capacity the UPS system will include four UPS modules operating in a $3 + 1$ configuration. This achieves a balance between reliability and cost management in the context of unpredictable data center growth.
UPS Redundancy Options

All UPS equipment and switchgear, regardless of manufacturer, requires regular preventive maintenance during which the UPS system must be taken offline. Redundancy enables individual UPS modules to be taken offline for service without affecting the quality of power delivered to connected equipment. Redundancy also adds fault tolerance to the UPS system, enabling the system to survive a failure of any UPS module without affecting power quality.

There are a number of different approaches to UPS redundancy, which are summarized in Table 1. For more information on these options, see the Emerson Network Power white paper, *High-Availability Power Systems, Part II: Redundancy Options*, which describes each approach.

This paper provides a detailed analysis of the commonly used parallel redundant option (N + 1), focusing on the reliability, cost-effectiveness and service requirements of this architecture. The analysis is based on the availability of conditioned power and therefore bypass is not considered for any option.

In a parallel redundant (N + 1) system, multiple UPS modules are sized so that there are enough modules to power connected equipment (N), plus one additional module for redundancy (+ 1). During normal operation the load is shared equally across all modules. If a single module fails or needs to be taken offline for service, the system can continue to provide an adequate supply of conditioned power to connected systems.

N + 1 systems can be configured with either a scalable or modular architecture. The scalable architecture features UPS modules that each include a controller, rectifier, inverter and battery. In the modular architecture, the power modules

<table>
<thead>
<tr>
<th>System Configuration</th>
<th>Concurrent Maintenance?</th>
<th>Fault Tolerance?</th>
<th>Availability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Module</td>
<td>System</td>
<td>Distribution</td>
</tr>
<tr>
<td>Single module</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Parallel redundant</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Small isolated redundant</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Large isolated redundant</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Distributed redundant</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Selective redundant</td>
<td>Yes</td>
<td>Some</td>
<td>Selective</td>
</tr>
<tr>
<td>Power-Tie™</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Hybrid AC-DC Power System</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 1. Summary of system configurations.
comprise a rectifier and inverter. A single or redundant controller controls operation and the battery system is shared among modules. All modules in an N + 1 system share a common distribution system.

**Scalability: IT Systems vs Power Systems**

Network and data center managers expect scalability in the systems they use to manage and route data because future requirements are dynamic and difficult to project. A system that can easily “scale” to meet increased requirements enables an organization to invest in technology based on current needs without having to abandon or replace those systems when requirements change.

This is obviously desirable and is often promoted as a benefit of the N + 1 architecture. With this architecture, the argument goes, the UPS system can be sized to initial capacities and additional UPSs or power modules can be added later as capacities increase. This is true to a point. To find that point it is first necessary to understand the difference in how “scalability” applies to IT systems versus power systems.

For IT systems, scalability refers to the ability to add processors, memory, or controllers without swapping out the rack or enclosure. In the power infrastructure, it refers to the ability to add power and battery modules as the load increases. While similar conceptually, there are significant differences in how scalability applies to power systems and IT systems.

- **Failure Consequences.** In IT systems, the failure of a single module may create a slight degradation in the performance of the system. A failure of a second module increases this degradation and may make the application unavailable to some users.
In an N + 1 power system, a failure of one UPS module has no effect on system performance; however, a failure of two modules results in a complete shutdown of all systems that depend on the UPS. The N + 1 system will not support any equipment if two modules fail, regardless of whether the system has two or fifteen modules.

- **Open vs Closed Scalability:** In IT hardware systems, standardization often enables additional memory or processor modules to be added from a manufacturer other than the original equipment manufacturer. In the power system, additional modules must be acquired from the original manufacturer and must be for the same model UPS.

- **Expected Lifespan:** IT systems are typically upgraded every three to five years, while the power infrastructure must serve the entire life of the data center, often ten years or more. This makes the previous point even more significant. Will equipment manufacturers support modules for 10 years or more? Will expansion modules be available and at what cost? Will vendors guarantee backward compatibility for that period?

- **Software Cost Optimization:** Software licensing costs are becoming an increasingly large component of IT budgets. IT managers need incrementally scalable computing hardware to optimize costs of software licenses that are charged on the basis of number of CPUs or MIPS. There is no such issue with the power system.

- **Expansion Capability:** While it can be difficult to project future capacities, it is a necessary step in the design of a data center or computer room. Future capacities are projected and used to size the main input switchgear and main power distribution panels in data centers and server rooms. The UPS system cannot expand beyond the capacity of these components.

These factors, taken together, make scalability completely different for the infrastructure than for the IT systems the infrastructure supports. Certainly scalability is a desirable trait, but it is desirable only if it can be achieved without compromising availability.

**Network Criticality and the Cost of Downtime**

Organizations don’t acquire a UPS system for its own sake; they acquire a UPS system because they understand the importance of ensuring power quality and availability to the hardware and software systems that are critical to business operations. The more important these systems are to the business, the more important the investment in support systems to overall business success.

As a result, this investment needs to be weighed against the value of these systems to the business. That value comes in two forms. First, and most obviously, is avoidance of downtime and the associated costs, which include loss of productivity, loss of revenue and loss of customer confidence. These costs can be extremely high for businesses that are moderately to
highly dependent on network systems and provide a basis for making sound business decisions in relation to the network and support system. However, studies indicate a surprising number of organizations do not accurately quantify the cost of network downtime. A recent survey by Forrester Research revealed that 67 percent of enterprises either did not know or could not provide an estimate of the costs of downtime to the business.

Not only is it important to analyze downtime costs, these costs should be considered relative to overall business costs. Network criticality is not necessarily a function of the size of the data center or computer room. It is a measure of cost of downtime versus expected profits/gains. A small computer room can be just as critical to the business it supports as a large data center.

The second value of the support system is enabling organization to do more with technology. Maintaining 7x24 availability of network services and deploying new business applications such as IP telephony are only possible through an appropriate support system.

**Availability and the Power System Infrastructure**

The relationship between IT system availability and the power system infrastructure is illustrated in Figure 2. The desired business result is at the top of the pyramid, the application layer is in the middle and the critical support infrastructure is at the bottom. The pyramid is inverted because the investment is smallest at the bottom of the pyramid and largest at the top.

Interestingly, the relative costs for each layer of the pyramid tend to remain fairly constant regardless of the size of the facility. This is significant because every size data center is now being asked to support higher levels of availability and a misconception persists that it is relatively more expensive for smaller data centers to achieve higher levels of availability than for larger centers. Typically the proportion of capital expenditures dedicated to critical power systems is 2 to 4 percent of the total capital expenditure in the data center, regardless of the size of the facility.

**The relative costs for each layer of the Pyramid tend to remain fairly constant regardless of the size of the facility.**

![Diagram showing the relationship between IT system availability and the power system infrastructure](image)

**Figure 2. Critical support systems represent a much smaller investment than the network application layer, but are the foundation that supports the application layer’s ability to achieve business objectives.**
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This also puts into perspective the cost of power system “future sizing” – the practice of sizing the power system based on projected capacities rather than capacities required at startup. This may add up to 1 percent to total data center capital expenditures – definitely worth saving if possible. But only if this can be accomplished without compromising the availability of the middle of the pyramid. As will be seen in the following sections, a power system that does not adequately consider future growth will compromise overall availability – and ultimately cost more than a system that is properly sized.

System availability is calculated by dividing the hours in a year the system is available by the total number of hours in a year. Because availability of the systems in the middle of the pyramid is dependent on the systems at the bottom, the availability of network hardware and software is the product of the availability of those systems multiplied by the availability of the critical power system. This relationship is illustrated in Table 2. Critical power system availability must be 100 times greater than the availability of the systems being supported to keep from negatively impacting total system availability.

### Calculating Availability of the N + 1 Architecture

In terms of the power infrastructure, availability can be projected based on the system design and the reliability of system components. Reliability is measured in terms of Mean Time Between Failure and Mean Time to Repair. Availability is also calculated as follows:

\[
\frac{MTBF - MTTR}{MTBF}
\]

The critical bus is available if at most one power system is down. The probability of this is equal to the probability that each power system is up, plus the probability that one power system is down. If R is the probability of single UPS plus battery availability, the availability of a 1 + 1 system will be

\[
R^2 + 2xR(1-R)
\]

And the availability of a 3 + 1 system will be

\[
R^4 + 4xR^3(1-R)
\]

Figure 3 shows how this translates into power system availability for N +1 systems from 1 + 1 to 13 + 1.

<table>
<thead>
<tr>
<th>Critical Power Availability</th>
<th>IT System Availability</th>
<th>Total Availability</th>
</tr>
</thead>
<tbody>
<tr>
<td>.99</td>
<td>.9999</td>
<td>.9899</td>
</tr>
<tr>
<td>.999</td>
<td>.9999</td>
<td>.9989</td>
</tr>
<tr>
<td>.9999</td>
<td>.9999</td>
<td>.9998</td>
</tr>
<tr>
<td>.99999</td>
<td>.9999</td>
<td>.99989</td>
</tr>
<tr>
<td>.999999</td>
<td>.9999</td>
<td>.9999</td>
</tr>
</tbody>
</table>

Table 2. Total availability of IT systems is a product of the availability of the network hardware and software multiplied by the availability of critical power systems.
Critical bus availability drops as the number of modules goes up; however, the curve stays fairly flat up to the 3 + 1 level. At 4 + 1 critical bus availability begins dropping precipitously. At 13 + 1, critical bus availability is four nines as opposed to six nines for a 1 + 1 system (assuming a single UPS plus battery system reliability of 3 nines).

This is particularly problematic because modules are added to an N + 1 system as the load increases. Typically an increase in load correlates with an increase in network criticality (i.e. cost of downtime increases). So, an N + 1 architecture is responding to an increase in network criticality by reducing critical power bus availability.

If the reliability of a single UPS and battery system is .9995, a 13 + 1 system will be down about 90 times more than a 1 + 1 system (see Figure 4).

**Calculating the Cost of the N + 1 Architecture**

Even with the reduced availability of 4 +1 and higher modular systems, some organizations might be willing to risk a pay-as-you-grow approach to power system design if significant costs savings could be realized. However, it isn’t just availability that drops as the number of modules increases; cost-effectiveness goes down as well. This is because UPS costs go down on a per-kW basis as the size of the UPS increases. This is also true for battery systems: cost per ampere/hour goes down as ampere/hour rating goes up. As a result, the cost of protecting a 500 kW room may well be less for a 1 + 1 system using two 500 kW UPS plus battery systems than if 14 units of 40 kW UPS, along with 14 battery modules, are used in a 13 + 1 architecture.
Figure 4. Differences in critical bus availability based on the number of UPS modules creates significant differences in the amount of downtime that can be expected.

The Final Nail: Service Requirements

In studies of the causes of critical system downtime, human error typically represents from 15 to 20 percent of occurrences, behind only hardware and software failures. Unfortunately, the N + 1 architecture increases the likelihood of human error-related downtime – the more modules in a system, the higher the probability of human error due to increased human intervention for service.

This can also be analyzed statistically. If R is the probability of single UPS plus battery availability, service will be required whenever any unit goes down. For a 4 + 1 system, this can be calculated as follows:

$$1 - R^5$$

Performing this calculation on various N + 1 configurations produces the graph in Figure 5. This graph shows that a 13 + 1 architecture is 6.6 times more likely to require service attention than a 1 + 1 system and 3.3 times more likely than a 3 + 1 system. Also, remember that Figure 5 does not factor in the increased probability of downtime resulting from other activities, such as the addition of new power or battery modules.
Conclusion

Infrastructure costs are a relatively small percentage of total data center capital expenditures. But, they have a significant impact on IT system utilization and availability and therefore on the business itself.

Organizations should seek ways to minimize infrastructure costs where possible, but only if this can be accomplished without compromising availability. Decisions that reduce critical system availability may end up reducing the return on investment in all IT systems and limiting the ability to achieve business objectives.

Availability of the N + 1 architecture becomes unacceptable at system configurations that utilize five or more modules. These configurations present greater risk of downtime, are less cost-effective and require more service attention than systems that use four or fewer modules. As a result, the recommended design standard is to use a 1 + 1 configuration whenever possible. If initial capital limitations dictate an N + 1 architecture, UPS modules should be sized so that no more than three modules are required to support the expected capacity of the room. If a 1 + 1 configuration is used to meet initial requirements, the system can accommodate growth of 300 percent without significantly compromising availability.